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ABSTRACT

The mapping between far-field relative sea level (RSL) records and changes in ice volume or global mean
sea level (GMSL) involves a correction for glacial isostatic adjustment (GIA). This mapping is thus sen-
sitive to uncertainties inherent to GIA modeling, including the spatio-temporal history of ice mass
changes and viscoelastic Earth structure. Here, we investigate the effect of incorporating lateral varia-
tions in Earth structure on predicting far-field sea level in order to determine if this source of model
uncertainty significantly impacts estimates of global ice volume at the Last Glacial Maximum (LGM). We
consider a set of forty 3-D simulations that sample different Earth model parameters: the adopted
lithospheric thickness, the seismic velocity model used to infer lateral temperature variations, the scaling
factor used in the conversion from temperature to viscosity, and the spherically averaged “background”
viscosity profile. In addition, we consider results based on two ice histories. We present global maps of
the differences between these simulations and a set of 1-D simulations at the LGM, as well as RSL his-
tories at 5 locations that have been previously considered in estimates of ice volume at LGM: Barbados,
two sites at the Great Barrier Reef, Bonaparte Gulf and Sunda Shelf. We find that the difference between
inferences of global mean sea level (GMSL) at LGM based on 3-D and 1-D Earth models peaks in Barbados
with differences ranging from ~2.5 to 11 m, with a mean of ~6—7 m. At the other sites, the difference
ranges from ~2 to —8 m, with mean differences between ~0 and —3 m. After comparing different pairs of
simulations, we conclude that, in general, the impact of varying the seismic model, lithospheric thickness
model, background 1-D model, and scaling factor from temperature to viscosity is significant at far-field
sites. Finally, while we do not find a consistent signal at the above far-field sites that would help to
reconcile the LGM ice volumes estimated from GIA studies and those estimated from summing regional
ice sheet reconstructions, the impact is nonetheless large enough that GIA analyses of RSL records in the

far field of ice sheets should include 3-D viscoelastic Earth models.
© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

inferring ice volume is based on oxygen isotope variability within
sedimentary cores (e.g., Waelbroeck et al., 2002). However, this

Reconstructions of global ice volume at the Last Glacial
Maximum (LGM; Clark et al., 2009) are widely explored in studies
of glacial isostatic adjustment (GIA) and ice age climate. Various
methodologies have been adopted in such studies. One method of
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approach is complicated by the confounding effects associated with
temperature, local salinity and the location of the ice mass flux
(Raymo et al., 2018). A second method is based on GIA modeling,
whereby the ice budget is inferred from fits to regional sea-level
datasets and local constraints on ice geometry (e.g., Lambeck
et al., 2017; Lambeck et al., 1998) or by tuning the total ice
budget to match sea-level curves from the far field of the Pleisto-
cene ice sheets (e.g., Nakada et al, 2016; Peltier and Fairbanks,
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2006). Finally, ice sheet modeling, whether combined with GIA
modeling (e.g., Gomez et al., 2020; Tarasov et al., 2012) or not (e.g.,
Abe-Ouchi et al., 2013; Whitehouse et al., 2012) have also provided
constraints on LGM ice volume. Here, we revisit the method that
uses far-field relative sea-level (RSL) data with the aim to quantify a
potential bias in the estimated ice volume associated with the
common GIA model assumption of a spherically-symmetric Earth
viscosity structure.

In the 1970s and 1980s, the Climate Long-range Investigation,
Mapping and Prediction (CLIMAP) project provided the first global
reconstruction of climate during the LGM, including a minimum
and a maximum reconstruction of ice sheet volumes (Denton and
Hughes, 1981). The minimum ice reconstruction located ice mar-
gins near continental margins and was characterized by a global ice
volume of ~127 m, in units of equivalent global mean sea level
(GMSL). The maximum ice reconstruction, in contrast, featured
expanded marine-based ice sheets and a global ice volume of
~163 m GMSL equivalent. Although subsequent field evidence
(Dyke et al., 2002; Miller et al., 2002) and GIA modeling (e.g.,
Yokoyama et al., 2000) have suggested ice cover that was less
extensive than the maximum ice reconstruction, it has nevertheless
been commonly used as a boundary condition in climate and
general circulation models (Clark and Mix, 2002). (Note that global
sea-level change has other contributions beyond changes in ice
mass, including changes in salinity and temperature. The term
barystatic sea level has recently been adopted to distinguish the
contribution of ice mass flux to GMSL change from other contri-
butions (Gregory et al., 2019); however, we will continue to use
GMSL throughout this paper since it is widely adopted within the
paleoclimate literature.)

Following CLIMAP, the Environmental Processes of the Ice-Age:
Land, Oceans, Glaciers (EPILOG) program began in 1999 with the
aim of developing a comprehensive reconstruction of Earth during
the LGM, using updated data and methods as well as accounting for
advances made since CLIMAP (Mix et al., 2001). This program
inferred minimum and maximum ice volumes of ~118 m and
130—135 m GMSL equivalent. The EPILOG reconstructions were
characterized by ice sheet margins that were largely consistent
with the CLIMAP maximum ice reconstruction but with a signifi-
cantly different distribution of ice thickness (Clark and Mix, 2002).

In terms of GIA-based estimates of ice volumes, Peltier and
colleagues have iteratively revised a global ice model history,
publishing the ICE-6G model in 2015 (Peltier et al., 2015) and more
recently, the ICE-7G model (Roy and Peltier, 2017). Differences
between the two are relatively minor, with an identical ice-loading
history for all regions outside of North America. Our study adopts
the more widely used ICE-6G model. The detailed space-time
variation in the ICE-6G model is constrained using a variety of
near field data, including ice margin chronologies, RSL records, and
GPS measurements of crustal motion and gravity observations
associated with the Gravity Recovery and Climate Experiment
(GRACE). The total excess ice volume (volume of ice in excess of
present-day ice volume) at LGM was tuned to fit the coral-inferred
RSL record at Barbados. In this regard, LGM in the model occurs at
~26 ka with an excess ice volume of ~127 m GMSL equivalent,
where ~14 m of that total resides in Antarctica. This GIA-based
inference is coupled to the assumed viscoelastic Earth structure,
and, in particular, the one-dimensional VM5a viscosity profile,
which represents a multilayer fit to the VM2 viscosity model used
in developing the earlier ICE-5G ice history (Peltier, 2004). The
VM5a model involves a moderate increase in viscosity with depth,
increasing from 5 x 10%° Pa s in the upper mantle to 3 x 10?! Pasin
the deep mantle.

Lambeck et al. (2014) used an extensive set of ~1000 RSL sedi-
ment and coral records from various locations in the far field of ice
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sheets to constrain the time history of integrated ice volume from
35 ka to present day using GIA modeling. Their preferred “high
viscosity” Earth model yielded peak excess ice mass during LGM (21
ka) of ~134 m equivalent GMSL, with an Antarctic component of
~23 m, inferred from the difference between total ice volume and
the sum of Northern Hemisphere ice volumes and mountain gla-
ciers. Their “low viscosity” solution suggested an excess ice mass at
LGM ~7 m equivalent GMSL more than the preferred “high vis-
cosity” solution, with an excess Antarctic ice mass of ~30 m.
Following Lambeck et al. (2014), Yokoyama et al. (2018) used well-
dated fossil corals and coralline algae assemblages collected from
the Great Barrier Reef to infer GMSL changes. Their study found an
LGM low stand of 125—130 m equivalent GMSL that occurred at
~20.5 ka. As in Peltier et al. (2015), both studies adopted 1-D vis-
cosity profiles in their GIA modeling.

The above GIA-based estimates suggest global ice volumes
during the LGM in the range of ~125—135 m equivalent GMSL with
an excess Antarctic ice mass component of 14—30 m. While the
majority of the latter range cannot be excluded when limitations
associated with data and model uncertainty as well as the
completeness of the observational record are considered (Briggs
et al., 2014; Lecavalier and Tarasov, 2021), a growing number of
ice sheet and climate modeling studies constrain this value to be
less than ~10 m (e.g., Golledge et al., 2013; Ivins et al, 2013;
Whitehouse et al., 2012). Gomez et al. (2013) also favor these lower
estimates based on results from coupled ice sheet-sea level
modeling experiments. If GIA studies of far-field RSL histories
require a total excess ice volume of 125—135 m, and the Antarctic
component likely does not exceed ~10 m, the question arises as to
where these studies can increase ice mass flux outside Antarctica to
compensate for the latter bound. This issue, which is also evident in
post-LGM ice volume reconstructions (e.g., Cuzzone et al., 2016),
has come to be known as the “missing ice” problem (Austermann
et al.,, 2013; Clark and Tarasov, 2014; Simms et al., 2019). A recent
ice sheet reconstruction developed using near-field ice extent and
sea-level data (Gowan et al., 2021) contains an LGM ice volume of
116 m equivalent GMSL and is reported to match observed LGM RSL
lowstands.

While the detailed methodologies used to estimate global ice
volume at LGM based on far-field RSL records differ, they all involve
a correction or estimate of the geographically variable signal of the
GIA process. As a consequence, these studies are sensitive to model
uncertainties of two types (Briggs and Tarasov, 2013; Melini and
Spada, 2019): (1) those associated with limited knowledge of
model inputs, such as the spatio-temporal history of ice mass
changes and viscoelastic Earth structure (so-called “parametric
uncertainty”); and (2) those associated with inaccuracy of the for-
ward model related to, for example, missing or poorly represented
physical processes or simplifications in model set up (so-called
“structural uncertainty”). A growing number of studies have sought
to quantify GIA model uncertainty associated with one or both of
these aspects using different approaches (e.g., Caron et al., 2018;
Love et al., 2016; Simon and Riva, 2020).

Common simplifications of GIA models that could lead to sig-
nificant structural error in some regions include: (1) the assump-
tion of a Maxwell rheology and thus neglect of non-linear
deformation and transient signals in the Earth response (e.g., Ivins
etal, 2022; Kang et al., 2022; Lau et al., 2021; Ranalli, 2001; van der
Wal et al., 2013; Wu and Wang, 2008), and (2) the application of
spherically-symmetric Earth models and thus neglect of lateral
variations in Earth structure, including elastic lithospheric thick-
ness and mantle viscosity (e.g., Li et al., 2018; Paulson et al., 2007;
van der Wal et al.,, 2013). Most efforts to examine and quantify this
second simplification as a source of structural uncertainty have
focused on near-field regions (e.g., Li et al., 2020; van der Wal et al.,
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2013). Austermann et al. (2013) presented the first attempt to
explore this issue at a far-field location. Their study demonstrated
that lateral variations in mantle viscosity in the vicinity of Barbados,
in particular the presence of a high viscosity slab associated with
the subduction of the Caribbean Plate, would suppress post-LGM
crustal subsidence (and thus sea-level rise) associated with ocean
loading in the region. They concluded that the total excess ice
volume at LGM must be increased by ~7 m equivalent GMSL relative
to inferences based on standard 1-D Earth modeling to maintain a
fit to the coral record of RSL change at Barbados — a requirement
that accentuates the “missing ice” problem. More generally, their
results highlight that failing to include lateral variations in Earth
structure can lead to a significant bias in estimates of LGM ice
volume based on GIA modeling.

In the present study, we extend the analysis of Austermann et al.
(2013) to consider a much wider range of 3-D GIA simulations and
assess the impact of this added model complexity and realism
across the entire far field of ancient ice cover. In addition to global
maps of this impact, we also present results at far-field sites that
have been a particular focus of previous GIA modeling of the LGM
sea level low stand, including the Great Barrier Reef, Bonaparte
Gulf, Sunda Shelf, and Barbados.

2. Methods

We present model output from a total of 40 simulations that
include different realizations of 3-D Earth structure, along with
predictions based on three 1-D Earth viscosity models for com-
parison. These simulations allow us to explore the influence of
specific parameter choices on quantifying lateral variations in Earth
viscosity structure and to assess the sensitivity of our GIA pre-
dictions to ice history and specific features of the 3-D Earth models,
including lithospheric thickness, the globally averaged “back-
ground” 1-D viscosity model, and the magnitude and spatial vari-
ation (from different seismic models) of lateral variations in mantle
viscosity. A summary of the primary model inputs varied in this
study is provided in Table 1.

We use two global ice histories to generate simulations of RSL:
ICE-6G (Peltier et al., 2015) and a model we label as ANU (Lambeck
et al., 2014). The 1-D Earth models used in this study are those that
are typically associated with these ice histories. In the case of ICE-
6G, we adopt a version of the VM2 viscosity profile (Peltier, 2004).
This version has a 3-layer viscosity profile, where the upper mantle
viscosity is 4 x 10%° Pa s, the top ~1100 km of the lower mantle has a
viscosity of 2.2 x 10?! Pa s, and the remainder of the lower mantle
has a viscosity of 3.3 x 10%! Pa s. ICE-6G is generally paired with the
VM5 viscosity model (Peltier et al., 2015), but the 3-layer
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approximation of VM2 used here is very similar in both viscosity
amplitudes and depth parametrization. Thus, the impact of this
choice of viscosity model on our study is minor. Two classes of
Earth models are favored in the adoption of the ANU ice history. In
the first, the increase in viscosity from upper to lower mantle is
greater than two orders of magnitude and in the second, this in-
crease is approximately one order of magnitude (Lambeck et al.,
2014). We sample both classes using a lithospheric thickness of
71 km, and upper and lower mantle pairings for both the preferred
model of Lambeck et al. (2014), (2 x 10%° Pa's, 3 x 10?% Pa s), and
their second solution, (3 x 10%° Pa's, 2 x 10%! Pa s). We label these
models M1Dy and M1Dg, respectively. We note that, while our
chosen values do not correspond to the optimal values found in
Lambeck et al. (2014), they do lie within the identified 1-c uncer-
tainty ranges. For example, we chose a lower mantle viscosity of
3 x 10%2 Pas rather than 7 x 10?2 Pas for M1Da based on the
growing number of studies that suggest the smaller value is more
accurate when additional datasets are considered (e.g., Hill et al.,
2019; Lau et al., 2016; Nakada et al., 2015). The 3-D Earth viscos-
ity models that we consider in this study adopt, in a spherically
averaged sense, one of the three 1-D models described above.
Lithospheric thickness variations are adopted from two pub-
lished models: Afonso et al. (2019) and Yousefi et al. (2021). The
former is based on the inversion of geophysical and geochemical
data to infer various properties of the lithosphere and upper
mantle, including temperature. In this model, the lithospheric
thickness is defined thermally by specifying the base of the litho-
sphere as coinciding with a given isotherm within the upper mantle
model. We label this model AF. In the second model (Yousefi et al.,
2021), which we label YO, lithospheric (elastic) thickness in con-
tinental regions is taken from previously published models of
lithospheric (elastic) thickness based on the spatial coherence of
gravity and elevation data (Audet and Burgmann, 2011; Chen et al.,
2017; Steffen et al.,, 2018). In ocean areas, it is defined thermally
using sea-floor age to determine the local geotherm and assigning a
given isotherm to define the base of the lithosphere. Further details
on these two models can be found in the cited publications. In our
analysis, these models are scaled to give the global mean of the
adopted ‘background’ 1-D model (i.e., 71 km when using ANU ice
history, or 96 km when using ICE-6G). Fig. 1 shows both models in
the case where they have been scaled so that their global average
matches the lithospheric thickness of the 1-D ANU model (71 km).
In AF and YO, the minimum lithospheric thickness is ~15 km and
~25 km (when scaled such that the global average is 71 km),
respectively, and tends to occur near mid-ocean ridges. Maximum
thicknesses, reaching ~200—350 km, are typically found in cold
cratonic areas of continents. Such large values are partly a result of

Table 1
Summary of the primary model inputs varied in this study.
Parameter Model/Range Reference
Lithospheric thickness AF Afonso et al. (2019)
YO Yousefi et al. (2021)
Seismic velocity S40RTS Ritsema et al. (2011)
Savani Auer et al. (2014)
SEMUCB-WM1 French and Romanowicz
(2014)
SL2013sv Schaeffer and Lebedev
(2013)

Background viscosity (Pa s)

M1D, (Upper mantle: 2 x 10%° ; Lower mantle: 3 x 10%%)
M1Dg (Upper mantle: 3 x 10%° ; Lower mantle: 2 x 10%1)

Lambeck et al. (2014)
Lambeck et al. (2014)

VM2 (Upper mantle: 4 x 10%° ; Top ~1100 km of lower mantle: 2.2 x 10?! ; Remainder of lower mantle: Peltier (2004)

3.3 x 10%1)
Temperature to viscosity scaling (e; 0.02 or 0.04
Oc—l)

Austermann et al. (2013)
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Fig. 1. Lithospheric thickness models used in this study, scaled to have an average thickness of 71 km. (A) AF by Afonso et al. (2019) and (B) YO by Yousefi et al. (2021).

scaling the laterally variable lithosphere models to give a global
average thickness that is equivalent to a given 1-D reference vis-
cosity model. Some areas have large spatial gradients but are
mainly found in continental regions, such as western to central
North America. The AF model tends to have more smaller scale
structure when compared to the YO model.

We determined four models of lateral variation in mantle vis-
cosity using published global seismic tomographic models (Auer
et al.,, 2014; French and Romanowicz, 2014; Ritsema et al., 2011;
Schaeffer and Lebedev, 2013). Milne et al. (2018) described and
compared these four global seismic velocity models. These models
of lateral variations in viscosity are superimposed on the three 1-D
models described earlier. Our mapping from seismic wave speed
anomalies to viscosity can be described by the following three
equations (Latychev et al., 2005):

dlnp

olnp(r,0,¢) = alnv (r)dlnvs(r, 6, ) (1)
0T(r,0,0) = *ﬁélﬂp(r, 6, 0) @)
(1,0, ) = no(r)e=0Trle) 3)

wherer, f, and ¢ are the radius, colatitude, and east-longitude, and
vs,p, T, and  are seismic wave speed, density, temperature, and
viscosity. The parameter « is the depth-dependent coefficient of

thermal expansion, and ;’{T"i is a depth-dependent scaling between

seismic velocity anomaly and density. The conversion from seismic
wave speed to temperature and viscosity involves a number of
assumptions and the use of parameters that are poorly known. A
detailed discussion of this topic can be found in Ivins et al. (2021;
Section 2.4). The parameters used here are the same as those
adopted in Austermann et al. (2013). The parameter ¢ in equation
(3) governs the strength of the exponential dependence of viscosity
on temperature, and thus the peak-to-peak lateral variability of the
former for a given input velocity model. In this study, we consider
two scaling factors: 0.04 and 0.02 °C". Decreasing the scaling factor
from 0.04 to 0.02 °C! decreases the order of magnitude of the
calculated range in lateral viscosity variation by approximately a
factor of two over some depth extent in the mantle.

Viscosity variations at two depths, 346 km and 1071 km, based
on the S40RTS (Ritsema et al., 2011) and Savani (Auer et al., 2014)
seismic tomography models and a scaling factor of 0.04 °C™! are
shown in Fig. 2. At 346 km, S40RTS and Savani both have viscosity
variations that span several orders of magnitude. For most grid cells
(99%), the variation at this depth is within about 4 orders of

magnitude for each seismic model shown in Fig. 2 (range of roughly
+2 orders magnitude about the 1-D reference value). The viscosity
variation at 1071 km is larger than that at 346 km, with 99% of the
values for S40RTS spanning about 7 orders of magnitude (—2.9 to
3.9 about the 1-D reference value) and those for Savani spanning
about 6.5 orders of magnitude (—3 to 3.4). These ranges are rela-
tively large compared to estimates based on mineral physics con-
siderations (e.g.,, Karato, 2008) and so we consider them to
represent an upper bound (for the adopted seismic model). The
regions of high viscosity in both models tend to be associated with
areas of active subduction, such as the Malay Archipelago. There are
also significant differences between the two models. For instance,
there are some regions where the two models have opposite signs
in viscosity variations, such as the province of Québec, eastern
Canada at 346 km depth and the West Indian Ocean at 1071 km
depth.

We calculate gravitationally self-consistent sea-level change for
each ice history and Earth model pairing (ICE-6G with VM2 and the
VM2-based 3-D Earth models; ANU with the two corresponding 1-
D Earth models and the 3-D models based upon them). We adopt
the algorithm of Kendall et al. (2005) for solving the generalized
sea-level equation of Mitrovica and Milne (2003). The calculations
assume a Maxwell viscoelastic Earth model and accurately account
for time-varying shorelines and rotational effects on sea level. The
latter is computed using the rotational stability theory of Mitrovica
et al. (2005) which accounts for the observed oblateness of the
Earth. All computations are performed using the finite volume
software described in detail by Latychev et al. (2005). The
computational domain is defined by a total of ~17 million nodes
with 67 radial layers and a spatial resolution of ~60 km at the base
of the mantle to ~12 km at the Earth's surface. Given the large
model domain and the three iterations that are required to accu-
rately compute paleotopography (and thus shoreline position), a
single model run is computationally expensive. To provide a rough
measure of this expense, one simulation beginning at 36 ka takes
several days using ~100 compute cores.

With an aim to reduce model run time, we ran some tests to
determine how sensitive predictions of LGM RSL are to the timing
of model initiation. A major increase in global ice volume prior to
the LGM occurs after ~36 ka in each of the chosen ice models.
Therefore, this age represents a possible minimum (latest) initia-
tion time that would accurately capture LGM sea level, and this is
the initiation time used in all simulations presented in this study. To
test the accuracy of neglecting pre-36 ka loading changes, we
performed two additional simulations (one 3-D and one 1-D)
which began at 80 ka. Predictions of the impact of lateral viscosity
variations on RSL at LGM for simulations that differ only on the start
time (Fig. S1) indicate that adopting the shorter duration
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o
log(n/n,)

Fig. 2. Lateral viscosity variations relative to the spherically averaged background value based on the S40RTS (A and B; Ritsema et al., 2011) and Savani (C and D; Auer et al., 2014)
seismic models at 346 km depth (A and C), and 1071 km depth (B and D). The results shown are based on an ¢ value of 0.04 °C! (eq. (3)).

introduces small, order 0.1 m, errors at far-field sites.

Accounting for both ice histories, the three associated back-
ground 1-D Earth models, the two models of variations in litho-
spheric thickness, the four seismic models, and the two
temperature-to-viscosity scaling factors, there is a total of 40 sim-
ulations (24 using the ANU ice history, and 16 using ICE-6G) that
include lateral variations in Earth structure (Table 2). Note that for
the M1Dg viscosity model adopted with the ANU ice model, only

Table 2
Specifications of each of the 40 simulations.

one ¢ value was considered (0.04 °C’!). We also consider three
simulations in which we do not include lateral variations in Earth
structure (one for each of the background 1-D models associated
with the two ice histories) to isolate the importance of lateral
structure on LGM ice volume by considering the difference be-
tween the 3-D and 1-D simulations.

Name of Simulation Ice history Lithospheric thickness Viscosity structure Reference 1-D Model Scaling factor (°C~")
AF_M1D,S40 ANU AF S40RTS M1Da 0.04
AF_M1DASAV ANU AF Savani M1D,p 0.04
AF_M1DASEM ANU AF SEMUCB-WM1 M1Djp 0.04
AF_M1DASL ANU AF SL2013sv M1Da 0.04
AF_M1D;S40 ANU AF S40RTS M1Dg 0.04
AF_M1DgSAV ANU AF Savani M1Dg 0.04
AF_M1DgSEM ANU AF SEMUCB-WM1 M1Dg 0.04
AF_M1DgSL ANU AF SL2013sv M1Dg 0.04
YO_M1DAS40 ANU YO S40RTS M1D,p 0.04
YO_M1DASAV ANU YO Savani M1Da 0.04
YO_M1DASEM ANU YO SEMUCB-WM1 M1Da 0.04
YO_M1DASL ANU YO SL2013sv M1Da 0.04
YO_M1DgS40 ANU YO S40RTS M1Dg 0.04
YO_M1DgSAV ANU YO Savani M1Dg 0.04
YO_M1DgSEM ANU YO SEMUCB-WM1 M1Dg 0.04
YO_M1DgSL ANU YO SL2013sv M1Dg 0.04
ep02AF_M1DAS40 ANU AF S40RTS M1Da 0.02
ep02AF_M1DASAV ANU AF Savani M1D,p 0.02
ep02AF_M1DASEM ANU AF SEMUCB-WM1 M1Da 0.02
ep02AF_M1DASL ANU AF SL2013sv M1Djp 0.02
ep02YO_M1DAS40 ANU YO S40RTS M1Da 0.02
ep02YO_M1DASAV ANU YO Savani M1D,p 0.02
ep02YO_M1DASEM ANU YO SEMUCB-WM1 M1Djp 0.02
ep02YO_M1DASL ANU YO SL2013sv M1Da 0.02
AF_96VM2_S40 ICE-6G AF S40RTS 96VM2 0.04

(continued on next page)
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Name of Simulation Ice history Lithospheric thickness Viscosity structure Reference 1-D Model Scaling factor (°C™ )
AF_96VM2_SAV ICE-6G AF Savani 96VM2 0.04
AF_96VM2_SEM ICE-6G AF SEMUCB-WM1 96VM2 0.04
AF_96VM2_SL ICE-6G AF SL2013sv 96VM2 0.04
YO_96VM2_S40 ICE-6G YO S40RTS 96VM2 0.04
YO_96VM2_SAV ICE-6G YO Savani 96VM2 0.04
YO_96VM2_SEM ICE-6G YO SEMUCB-WM1 96VM2 0.04
YO_96VM2_SL ICE-6G YO SL2013sv 96VM2 0.04
ep02AF_96VM2_S40 ICE-6G AF S40RTS 96VM2 0.02
ep02AF_96VM2_SAV ICE-6G AF Savani 96VM2 0.02
ep02AF_96VM2_SEM ICE-6G AF SEMUCB-WM1 96VM2 0.02
ep02AF_96VM2_SL ICE-6G AF SL2013sv 96VM2 0.02
ep02YO_96VM2_S40 ICE-6G YO S40RTS 96VM2 0.02
ep02YO_96VM2_SAV ICE-6G YO Savani 96VM2 0.02
ep02YO_96VM2_SEM ICE-6G YO SEMUCB-WM1 96VM2 0.02
ep02YO_96VM2_SL ICE-6G YO SL2013sv 96VM2 0.02

3. Results and discussion
3.1. Spatial patterns and amplitudes

We computed the difference between predictions of RSL at LGM
(26 ka for the ICE-6G ice history and 21 ka for the ANU ice history,
i.e., when global ice volume is maximum for each ice model) based
on each of the 3-D simulations in Table 2 and those based on the
associated background 1-D model. Global maps of the mean and
standard deviation of these runs, partitioned between the two ice
histories, are shown in Fig. 3. The results for these two loading cases
are qualitatively similar at low latitudes indicating that the impact
of lateral variations in viscosity on predictions of far-field RSL at
LGM is relatively insensitive to details of the ice history. At locations
where the mean 3D-1D model output is positive (blue in Fig. 3A and
B), such as Barbados, the sea-level prediction based on a 3-D Earth
model is shallower (RSL is less negative) than the 1-D case, and

tandd Deviation 3D-1D

therefore has a smaller post-LGM sea-level change. Thus, if LGM ice
volume was to be inferred from one of these locations, the use of
model calculations made with a 1-D Earth model would result in an
underestimate (since less global ice melt is required to match the
observed RSL rise). In contrast, at locations where the mean 3D-1D
model difference is negative, such as Noggin Pass, ice volume in-
ferences made from the 1-D GIA calculation would lead to an
overestimate. Finally, the mean effect of lateral Earth structure is
relatively small at locations near the white band, such as Hawai'i.
The similarity between the two sets of results with distinct ice
histories is reinforced in Fig. 4A, where we show the peak magni-
tude of Fig. 3A and B as a function of latitude (solid lines) as well as
the standard deviation computed at the site at which the peak
magnitude occurs (dashed lines). The location of each site is shown
in Fig. 4B. These magnitudes increase rapidly as one considers
latitudes that sample the peripheral bulge of the Laurentide Ice
Sheet (above ~20°N) and the West Antarctic Ice Sheet (below

metres

metres

Fig. 3. Mean (A, B) and standard deviation (C, D) of the difference between predictions of RSL at LGM computed with the 3-D Earth model and the associated 1-D spherical average
(background) Earth model. (A, C) include simulations based on the ANU ice history, and (B, D) are simulations using ICE-6G. Yellow triangles show the locations of sites in Fig. 5.
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Fig. 4. (A) Maximum magnitude of the mean RSL difference shown in Fig. 3A and B as a function of latitude (45°S to 45°N) based on the ANU (solid turquoise line) and ICE-6G (solid
red line) ice histories. For every latitude in the degree 512 Gauss-Legendre grid, we find the maximum difference and the longitude at which it occurs. The dashed lines of associated
color show the standard deviation of the simulations at the site of maximum magnitude. (B) Same as Fig. 3A but with yellow dots plotted at every latitude in the grid from 45°S to

45°N to show the location of the site of maximum magnitude at that latitude.

~35°S), reaching a few 10s of m. In the former region, these large
amplitudes are likely due to the larger lithospheric thickness values
and higher than average viscosity in the shallow upper mantle over
North America and the western North Atlantic Ocean. These two
characteristics would suppress the signal of the peripheral bulge in
the western North Atlantic Ocean, leading to a smaller post-LGM
RSL rise. The southern Pacific Ocean has a thin oceanic litho-
sphere and viscosities in West Antarctica are lower than average,
leading to enhanced deformation and a larger post-LGM rise for the
3-D case in this region.

Between ~20°N and ~35°S, the peak magnitude of the mean
difference between the 3-D and 1-D results varies between ~4 m
and ~12 m, with a trend toward higher values moving northward.
At very low latitudes, i.e., between +20°N, the sites showing the
largest difference between the 3-D and 1-D simulations tend to be
clustered in Southeast Asia and the Caribbean, close to local

subduction zones, as well as the northern margin of Australia and in
the Red Sea. There is also a large difference in the Indian ocean,
which is likely associated with the Central Indian Ocean Triple
Junction. The lithosphere around the triple junction is thin, leading
to a larger ocean-loading signal and thus a larger post-LGM RSL rise.
Finally, the standard deviation ranges from ~1 to 4 m at the loca-
tions of peak mean difference; it is highly correlated with the signal
amplitude and is significant, reaching ~30—50% of the signal.

3.2. Far-field sites

We next consider the LGM RSL predictions for the individual
simulations (relative to the associated 1-D case) at 5 far-field sites
with published RSL data from the LGM: Barbados, Sunda Shelf,
Bonaparte Gulf, Noggin Pass, and Hydrographer's Passage (Table 3).
One way to estimate the effect of the inclusion of lateral variations
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Table 3
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The difference between predictions of RSL at LGM computed with the 3-D Earth model and the associated 1-D spherically averaged (background) Earth model. The mean,
median, and standard deviation of each group of simulations (grouped by background Earth model) are also included.

Name of Run
AF_MI1D,S40

AF _MID, SAV
AF_MI1D,SEM
AF_MID,SL
YO_MID,S40

YO _MI1D,SAV
YO MID,SEM

YO _MI1D,SL
ep02AF_M1D,S40
ep02AF_M1D,SAV
ep02AF_MI1D,SEM
ep02AF_MI1D,SL
ep02YO_M1D,S40
ep02YO_MI1D,SAV
ep02YO_MI1D,SEM
ep02YO_MI1D,SL
MEAN

MEDIAN
STANDARD DEVIATION

AF_MI1DBS40
AF_MIDBSAV
AF MIDBSEM
AF _MIDBSL
YO MIDBS40
YO MIDBSAV
YO _MI1DBSEM
YO MIDBSL
MEAN
MEDIAN
STANDARD DEVIATION

AF_96VM2_S40

AF 96VM2 SAV

AF 96VM2_SEM

AF 96VM2 SL

YO 96VM2 S40

YO 96VM2_SAV

YO 96VM2_SEM

YO 96VM2 SL
ep02AF_96VM2_S40
ep02AF _96VM2 SAV
ep02AF_96VM2 SEM
ep02AF_96VM2_SL
ep02YO_96VM2_S40
ep02YO_96VM2_SAV
ep02YO_96VM2_SEM
ep02YO_96VM2 SL
MEAN

MEDIAN
STANDARD DEVIATION

TOTAL MEAN
TOTAL MEDIAN
TOTAL STD DEV

Barbados
6.12
6.59
7.00
5.88
6.89
6.36
7.08
5.99
2.57
2.82
3.34
2.83
421
3.76
4.40
3.79
4.98
5.14
1.66

6.31

4.53
5.74
5.24
3.59
4.94
5.95
5.27
4.02
6.89
6.13
241

6.54
6.33
242

Sunda
Shelf

-2.39
-1.60
-4.07

0.03
-1.25
-0.68
-3.54

0.36
-1.55
-0.72
-2.40

1.44
-0.90
-0.32
-2.04

1.80
-1.11
-1.08

1.61

-4.27
-3.78
-6.72

0.27
-3.41
-3.05
-6.33

0.48
-3.35
-3.60

2.65

-2.78
-2.13
-5.10

1.02
-2.49
-2.16
-5.48

0.68
-1.73
-1.38
-3.88

0.73
-1.62
-1.54
-3.93

0.56
-1.95
-1.93

2.02

-1.90
-1.67
2.12

Bonaparte Noggin

Gulf

Pass
-0.83 -1.84
-0.39 -2.74
-1.13 -3.96
-0.68 -2.77
-0.36 -0.90
0.18 -1.93
-0.73 -3.03
-0.16 -1.88
0.94 -1.77
0.38 -2.14
0.43 -2.78
0.26 -1.73
2.09 -0.51
1.59 -1.09
1.58 -1.62
1.56 -0.50
0.29 -1.95
0.22 -1.86
1.00 0.95
-2.35 -5.05
-2.36 -5.60
-3.54[823
-0.46 -3.47
-2.05 -4.40
-1.77 -4.92
-3.33 [
-0.37 -3.04
-2.03 -5.27
-2.20 -4.98
1.16 1.80
-0.40 -3.11
-0.57 -3.46
-1.42 -5.65
0.25 -2.30
-0.25 -2.54
0.11 -2.84
-1.16 -4.80
0.60 -1.75
0.98 -1.83
0.38 -1.95
0.39 -3.22
0.45 -1.66
1.76 -1.03
1.48 -1.23
1.14 -2.23
1.43 -0.89
0.32 -2.53
0.39 -2.27
0.92 1.31
-0.16 -2.85
-0.02 -2.42
1.36 1.78

Hydrographer's

Passage

-1.28
-2.07
-2.99
-1.67
-0.16
-0.84
-2.14
-0.69
-0.89
-1.20
-1.42
-0.37

0.72

0.37
-0.08

1.05
-0.85
-0.86

1.09

-2.80
-3.37
-5.30
-0.57
-2.51
-2.83
-5.16
-0.79
-2.92
-2.82

1.74

-1.97
-2.42
-4.20
-1.12
-1.19
-1.46
-3.32
-0.09
-1.39
-1.55
-2.23
-1.01
-0.12
-0.21
-0.98

0.47
-1.42
-1.29

1.22

-1.49
-1.24
1.47



L. Pan, G.A. Milne, K. Latychev et al.

in Earth structure on inferences of LGM ice volume from RSL data is
to look at the average effect over all simulations and all 5 sites. The
mean difference between 3-D and 1-D simulations is ~0.03 m, with
a standard deviation of ~3.9 m. The median gives a similar result of
approximately —0.9 m, and thus the average effect of lateral
structure on LGM sea-level predictions is close to 0. However, as the
effect of including lateral Earth structure on sea-level predictions is
geographically variable (Figs. 3 and 4), it is informative to consider
model results at individual sites. Even at a single site, there can be a
large degree of variability across simulations. For example, the
difference between 3-D and 1-D simulations spans ~8.5 m at Sunda
Shelf and ~7.5 m at Noggin Pass. This large variability reflects the
uncertainty in defining the 3-D viscosity structure. At Noggin Pass,
for instance, one of the 3-D simulations (ep02YO_M1DASL, Table 2)
suggests that the incorporation of lateral viscosity structure would
change the estimate of LGM ice volume by ~0.5 m when compared
to the reference 1-D simulation. A different simulation (AF_M1Dg_
SEM, Table 2) suggests that the LGM ice volume estimate could be
over 8 m less than the 1-D inference. Furthermore, if one were to
consider a single 3-D simulation at Barbados, the conclusion could
be that estimates of LGM ice volume should be increased by nearly
11 m (e.g., AF_M1DgSAV, Table 2). This highlights the importance of
considering data from multiple sites as well as estimating the un-
certainty related to assigning 3-D viscosity structure.

We can also consider Table 3 in conjunction with Fig. 5, which
shows the time series of sea-level change computed with the ANU
ice history at the same 5 far-field sites. The magnitude of the dif-
ference between 3-D and 1-D simulations at the LGM using the
ANU ice model varies from site to site and ranges from ~0 to nearly
11 m (Fig. 5; Table 3). Analogous results based on the ICE-6G ice
history are shown in Fig. S2. The range of variability in the 3-D
simulations is comparable to the range in the 1-D simulations, at
least at the 5 sites considered here. The site where the impact of
lateral variations in mantle viscosity is largest is Barbados, with a
mean difference (3-D minus 1-D) of 5.0 m, 8.9 m and 6.9 m, and a
standard deviation of 1.7 m, 1.3 m, and 2.3 m for 3-D simulations
adopting the 1-D background models of M1Da, M1Dg and VM2,
respectively. The average difference in LGM RSL between 3-D and
1-D predictions of all the simulations at Barbados is 6.5 m with a
total standard deviation of 2.4 m, so the signal is large and the
associated uncertainty is comparatively small. The magnitude and
sign of these values are consistent with the 3-D GIA simulations of
Austermann et al. (2013), who found that lateral stucture perturbed
the 1-D prediction by ~7 m. Note that in all simulations, the 3-D
prediction of RSL at LGM at Barbados is shallower (i.e., there is a
smaller post-LGM sea-level rise) than the associated 1-D predic-
tion, indicating that the interpretation described by Austermann
et al. (2013) — an ocean-loading induced reduction of crustal sub-
sidence due to the high viscosity slab beneath the site and/or a
change in the dynamics of the peripheral bulge — are universal
features of the 3-D model runs presented here.

At the Noggin Pass site, offshore of Australia and on the Great
Barrier Reef, introducing lateral variations in Earth viscosity
structure also perturbs predictions of RSL at LGM in a consistent
manner, with an average signal amplitude that exceeds the stan-
dard deviation. However, in contrast to Barbados, the effect is to
deepen the LGM low stand by 0.5—8.2 m (with a mean of ~ —2.9 and
an associated standard deviation of 1.8 m), which, if used to infer
LGM ice volume, would lead to a lower estimate than that based on
a 1-D model. At this site, the 3-D Earth models are characterized by
a significantly thinner lithosphere (~38 km in AF and ~56 km in YO)
than the associated 1-D model used as a background state (Fig. 1)
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and thus ocean loading post-LGM would drive a larger offshore
crustal subsidence (and sea-level rise) associated with so-called
“continental levering” (Clark et al., 1978; Nakada and Lambeck,
1989). A similar interpretation could apply for Hydrographer's
Passage on the Great Barrier Reef, although a small number of 3-D
simulations do predict a shallowing of the low stand relative to the
1-D case.

At Sunda Shelf, the mean difference between 3-D and 1-D
simulations is —1.9 m, with a standard deviation of similar
magnitude (2.1 m). While the estimated model uncertainty is of a
similar size as the signal, most of the simulations show a deepening
of the LGM low stand, suggesting that lateral Earth structure is
contributing to a consistent offset. Lambeck et al. (2002) have
shown that there is a large ocean loading signal at Sunda Shelf,
which is likely affected by lateral variations in Earth structure. Fig. 1
shows that the lithosphere is thinner than average (71 km),
~40—45 km in both 3-D models of lithospheric thickness at this
location, which may lead to an amplification of the ocean loading
signal. We also note that the largest signals at Sunda Shelf tend to
occur with the model we labeled SEM (French and Romanowicz,
2014). Fig. S3 shows viscosity variations in the SEM model at
346 km and 1071 km depth. Beneath the Sunda Shelf, the SEM
model is ~1 order of magnitude less viscous than S40RTS and just
under 1 order of magnitude less viscous than Savani at 346 km
depth, which likely also contributes to the amplification of the
ocean loading signal. Finally, at Bonaparte Gulf, the impact of lateral
variations in mantle structure on RSL at LGM can be of either sign,
and the mean value of the perturbation is relatively small.

3.3. Isolating parameter sensitivities

To explore the sensitivity of the results to individual aspects of
the adopted 3-D Earth model, we begin with a map (Fig. 6A)
showing the difference between a prediction of RSL at LGM for the
run adopting the Ritsema et al. (2011) seismic tomography model
S40RTS, the lithospheric thickness variations given by Afonso et al.
(2019), a temperature-to-viscosity scaling factor of 0.04 °C’, a
spherical average background structure M1Da, and the 1-D simu-
lation based on M1Da. Within 20° of the equator, the magnitude
peaks at ~10 m in the area close to Barbados and the northern
shoreline of South America and ~16 m in Makassar Strait just east of
Borneo. As we noted above, the largest signals are evident close to
subduction zones, where high viscosity subducted slabs impact
solid Earth deformation, and on continental margins, where the
continental levering signal can be strongly affected by variations in
lithospheric thickness (and asthenospheric viscosity).

Next, we alter one aspect in the construction of the 3-D model,
including the adopted seismic tomography model, lithospheric
thickness model, background 1-D model, and scaling factor from
temperature to viscosity (Fig. 6B—E, respectively). Comparison of
the model results in Fig. 6B—E with 6A suggests that adopting a
different lithospheric thickness model has the smallest impact on
predicted far-field RSL differences in most regions, albeit in simu-
lations in which the global averages of the two lithospheric thick-
ness models are the same. There are significant differences near
some mid-ocean ridges, where the YO lithosphere model tends to
give lower RSL values than AF. A change in the temperature to
viscosity scaling factor (&) also has a relatively small effect in most
regions, which may reflect the relatively long wavelength of the
S40RTS seismic tomography model (Ritsema et al., 2011). There is
also a spatial correlation between Fig. 6A and E, showing that the
main effect of reducing the scaling factor is to reduce the amplitude
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Fig. 5. Relative sea-level curves predicted for all simulations adopting the ANU ice history (Lambeck et al., 2014) from 30 ka to 15 ka at (A) Barbados, (B) Sunda Shelf, (C) Bonaparte
Gulf, (D) Noggin Pass, Great Barrier Reef, and (E) Hydrographer's Passage, Great Barrier Reef. Site locations are shown as yellow triangles in Fig. 3. Inset labels specify the full range of
predicted RSL at LGM for the 3-D models and the associated 1-D spherically averaged background model. As discussed in the text, we adopt two different background 1-D models,

M1D4 and M1Dg, for the ANU ice history.

of spatial variability. The results in Table 3 are also suggestive of this
correlation, as the simulations with the smaller scaling factor tend
to have a smaller signal at all sites considered. This reflects the
effect of reducing the scaling factor from temperature to viscosity

10

on the Earth structure, where a smaller scaling factor leads to
smaller peak-to-peak variability. The largest impact on the pre-
dictions occurs with a change in the choice of seismic model, which
alters the geometry of the lateral variations in mantle viscosity, and
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Fig. 6. (A) Difference in RSL (3D minus 1D) at LGM predicted using the ANU ice history (Lambeck et al., 2014) with a 3-D Earth model based on the seismic tomographic model
S40RTS of Ritsema et al. (2011), the lithospheric thickness model of Afonso et al. (2019) scaled to give a global mean of 71 km, a temperature-to-viscosity scaling factor of 0.04°C~",
and the M1Dj4 1-D viscosity profile. Yellow triangles show the locations of sites in Fig. 5. Results in other frames show the differences between those in A and an identical simulation
with the exception that we adopt the (B) seismic model of Auer et al. (2014), (C) lithospheric thickness model of Yousefi et al. (2021), (D) background 1-D model M1Dg, and (E)

scaling factor from temperature to viscosity of 0.02°C~".

the spherically averaged (1-D) background model. Regarding the
former, as mentioned above, both the amplitude and sign of lateral
variations in viscosity differ across different seismic models, which
explains the large effect of the choice of seismic model on predicted
LGM RSL. Plotting the maximum amplitude of the RSL fields in Fig. 6
(B-E) as a function of latitude shows that all four of these model
aspects can contribute significantly at some far-field locations
(Fig. S4).

4. Conclusions

The impact of lateral variations in Earth structure on LGM sea-
level predictions varies based on location. Of the five far-field
sites considered in this study, the largest effect tends to occur at
Barbados, with differences in predictions of RSL at LGM between
the 3-D and associated 1-D simulations ranging from ~2.5 to 11 m,

1

and a mean of 6.3 m and 6.9 m for the ANU and ICE-6G runs,
respectively. The mean impact of lateral variations in viscosity
structure at the other 4 sites ranges from <1 m at Bonaparte Gulf to
~3 m at Noggin Pass on the Great Barrier Reef (see Table 3). Notably,
the incorporation of lateral structure across all simulations has a
consistent effect on predictions at Barbados, shallowing the LGM
low stand, and at Noggin Pass, where the predicted low stand is
deepened. The former is due to a reduction in ocean loading-
induced crustal deformation associated with the high viscosity
slab subducting under the Caribbean Plate and/or a change in pe-
ripheral bulge dynamics (Austermann et al., 2013). The latter may
reflect an amplified continental levering signal due to the thin
lithosphere local to the site in both models of global lithospheric
thickness we have adopted.

We have considered the impact of varying several aspects that
govern the estimated 3-D viscosity structure on the predictions,
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including the seismic tomography model, spherically averaged (1-
D) background viscosity, lithospheric thickness model, and
scaling factor that governs the mapping from temperature varia-
tions to viscosity. All four aspects are significant and can make a
significant difference when considering their effects on sea-level
predictions. If we assume that choices in these different model
inputs reflect, to some extent, the uncertainty in these aspects for
defining 3-D Earth structure, then we conclude that uncertainties
in the seismic model and 1-D background model upon which the
lateral variations are superimposed make the largest difference in
most locations. We also note, as mentioned in the Introduction, that
there are other sources of structural uncertainty beyond lateral
variations in Earth structure that would affect GIA model output.
Our simulations assume a Maxwell viscoelastic Earth, but labora-
tory experiments and some geodetic data at subduction zones
suggest that a Maxwell rheology may not be sufficient (e.g., Ranalli,
2001). Though computationally challenging, recent studies incor-
porating nonlinear rheology (Kang et al., 2022) or higher order
linear rheology (Ivins et al., 2022) in GIA models suggest that these
complexities may become important in reconciling observations.

Finally, in the Introduction we discussed the so-called “missing
ice” problem, that is, the discrepancy between LGM ice volume
estimates based on far-field RSL records versus those based on
regional ice sheet reconstructions. For some 3-D models and at
some sites, the effect of including lateral variations in Earth struc-
ture could help to partially address this problem. However, in all the
simulations that we have considered here, there is no consistent,
high magnitude signal across all models and at all far-field sites.
Thus, we conclude that our analysis does not have significant im-
plications for seeking a solution to this problem. Nevertheless, the
impact of lateral variations in Earth structure on predictions of far-
field RSL at LGM is both site-dependent and large enough (Fig. 3)
such that LGM ice volume estimates should consider multiple sites
and be based on 3-D viscoelastic Earth models.
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